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Abstract
Early detection of disease has become a crucial problem due to rapid population growth in medical research in recent times. 
With the rapid population growth, the risk of death incurred by breast cancer is rising exponentially. Breast cancer is the sec-
ond most severe cancer among all of the cancers already unveiled. An automatic disease detection system aids medical staffs 
in disease diagnosis and offers reliable, effective, and rapid response as well as decreases the risk of death. In this paper, we 
compare five supervised machine learning techniques named support vector machine (SVM), K-nearest neighbors, random 
forests, artificial neural networks (ANNs) and logistic regression. The Wisconsin Breast Cancer dataset is obtained from a 
prominent machine learning database named UCI machine learning database. The performance of the study is measured with 
respect to accuracy, sensitivity, specificity, precision, negative predictive value, false-negative rate, false-positive rate, F1 
score, and Matthews Correlation Coefficient. Additionally, these techniques were appraised on precision–recall area under 
curve and receiver operating characteristic curve. The results reveal that the ANNs obtained the highest accuracy, precision, 
and F1 score of 98.57%, 97.82%, and 0.9890, respectively, whereas 97.14%, 95.65%, and 0.9777 accuracy, precision, and 
F1 score are obtained by SVM, respectively.

Keywords  Breast cancer prediction · Cancer dataset · Machine learning · Support vector machine · Random forests · 
Artificial neural networks · K-nearest neighbors · Logistic regression

Introduction

A significant issue in the field of bioinformatics or medical 
science [1] is the accurate diagnosis of certain important 
information. The diagnosis of the disease is an energetic 
and tricky job in medicine domain. There is a huge amount 
of medical diagnosis data available in many diagnostic cent-
ers, hospitals, and research centers as well as on numerous 
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websites. It is hardly necessary to classify them to make 
the system automated and quick diagnosis of diseases. The 
disease diagnosis is usually based on the knowledge and skill 
of the medical planning officer in the medical field. Because 
of this, there are circumstances of errors, unwanted biases, 
and also needs a long time for exact diagnosis of disease.

Conferring to the American Cancer Society [2], the ladies 
are affected by breast cancer in comparison to all other can-
cers already introduced. Estimation shows that the ladies 
will be affected with intrusive breast cancer approximately 
252,710 and around 63,410 females will be detected within 
situ breast cancer in the United States in 2017. Men also 
have a greater chance of breast cancer. An estimation for 
men is that they will be affected by this cancer approxi-
mately 2470 in the United States in 2017. Another estima-
tion shows that about 41,070 persons will die from this can-
cer in 2017. Recent statistics in the UK reports that 41,000 
women are affected by breast cancer every year whereas only 
300 men are affected by this disease.

Breast cancer is the leading cancer in females all over the 
world. Breast cancer is caused due to the abnormal growth 
of some cells in the breast. Several techniques have been 
introduced for the correct diagnosis of breast cancer. Breast 
screening or mammography [3] is a technique to diagnose 
breast cancer. It is used to check the nipple status of women 
through X-rays. Generally, it is almost impossible to detect 
breast cancer at the initial stage due to the small size of the 
cancer cell seen from outside. It is possible to diagnose can-
cer at the early stage through mammography, and this test 
takes just a few minutes.

Ultrasound [4] is a familiar technique for the diagnosis 
of breast cancer in which the sound wave is sent inside the 
body to observe the condition inside. A transducer that emits 
sound waves is positioned on the skin and the echoes of the 
tissues of the body are captured with the bounce of sound 
waves. The echoes are transformed into a gray scale, i.e., 
a binary value which is represented in a computer. Posi-
tron emission tomography (PET) [5] imaging by means of 
F-fluorodeoxyglucose permits doctors to realize the position 
of a tumor in the human body. It is constructed on the recog-
nition of radiolabeled cancer-specific tracers. Dynamic MRI 
[6] has developed the detection procedure for breast distor-
tions. The modality predicts the speed of contrast enhance-
ment by increasing the angiogenesis in cancer. Magnetic 
reasoning imaging associates with metastasis on contrast 
enhancement in breast cancer-affected people. Elastogra-
phy [7] is a newly developed technique based on imaging 
technology. This technique is applicable when breast cancer 
tissue is more substantial than the adjacent regular paren-
chyma. The benign and malignant types are differentiated by 
a color map of probe compression in this approach.

In very recent years, various machine learning [8–11], 
deep learning [12, 13], and bio-inspired computing [14] 

techniques are used in several medical prognoses. Though a 
number of modalities have been demonstrated, none of the 
modalities are able to provide a correct and consistent result. 
In mammography, the doctors should read a high volume of 
imaging data which reduces the accuracy. This procedure is 
also time-consuming, and in some worse case, detects the 
disease with the wrong outcome. This paper compares some 
machine learning techniques to detect the disease from the 
input features. Five supervised machine learning approaches 
have been used to diagnose the disease with proper outcome.

The remaining part of the paper is organized as follows. 
The next section outlines the current review of the state 
of the art in this field followed by which the methods and 
materials used for the study are illustrated. The theoretical 
concept of each machine learning technique is illustrated in 
the subsequent section. Then the performance measurement 
parameters are described. The experimental setup and result 
analysis are investigated before the final section. The final 
section draws a conclusion.

Related Works

With the evolution of medical research, numerous new sys-
tems have been developed for the detection of breast cancer. 
The research associated with this area is outlined in brief 
as follows.

Sakri et al. [15] focused on the enhancement of the accu-
racy value using a feature selection algorithm named as par-
ticle swarm optimization (PSO) along with machine learn-
ing algorithms K-NNs, Naive Bayes (NB) and reduced error 
pruning (REP) tree. Their work perspective holds the Saudi 
Arabian women’s breast cancer problem, and according to 
their report, it is one of the major problems in Saudi Arabia. 
Their reports suggest that women with age range greater than 
46 are the main victim of this malicious disease. Holding this 
sentiment, authors of [15] implemented five phase-based data 
analysis techniques on the WBCD dataset. They reported a 
comparative analysis between classification without feature 
selection method and classification with a feature selec-
tion method. They have acquired 70%, 76.3%, and 66.3% 
accuracy for NB, RepTree, and K-NNs, respectively. They 
used Weka tool for their data analysis purpose. With PSO 
implemented, they have found four features that are best for 
this classification task. For NB, RepTree, and K-NNs with 
PSO, they obtained 81.3%, 80%, and 75% accuracy values, 
respectively. Kapil and Rana [16] proposed a modified deci-
sion tree technique as a weight improved decision tree and 
implemented it on WBCD and another breast cancer dataset 
which is retrieved from the UCI repository. Using the Chi-
square test, they have found that they have ranked each fea-
ture and kept the relevant features for this classification task. 
For the WBCD dataset, their proposed technique acquired 



SN Computer Science           (2020) 1:290 	 Page 3 of 14    290 

SN Computer Science

approximately 99% accuracy, while for the breast cancer 
dataset, it acquired approximately 85–90% accuracy.

Yue et  al. [17] mainly demonstrated comprehensive 
reviews on SVM, K-NNs, ANNs, and Decision Tree tech-
niques in the application of predicting breast cancer on bench-
mark Wisconsin Breast Cancer Diagnosis (WBCD) dataset. 
According to the authors, deep belief networks (DBNs) 
approach with ANN architecture (DBNs-ANNs) has given the 
more accurate result. This architecture obtained 99.68% accu-
racy, whereas for the SVM method, the two-step clustering 
algorithm alongside the SVM technique has achieved 99.10% 
classification accuracy. They also reviewed the ensemble tech-
nique where SVM, Naive Bayes, and J48 were implemented 
using the voting technique. The ensemble method acquired 
97.13% accuracy. Banu and Subramanian [18] have empha-
sized Naive Bayes techniques on breast cancer prediction 
and described a comparison study on Tree Augmented Naive 
Bayes (TAN), Boosted Augmented Naive Bayes (BAN) and 
Bayes Belief Network (BBN). They used SAS-EM (Statistical 
Analytical Software Enterprise Miner) for the implementation 
of the models. The same popular WBCD dataset is used in 
their work. According to their findings with the help of gradi-
ent boosting 91.7%, 91.7%, and 94.11% accuracy have been 
achieved for BBN, BAN, and TAN, respectively. Hence, their 
research suggests that TAN is the best classifier among Naive 
Bayes techniques for this dataset. Chaurasia et al. [19] imple-
mented Naive Bayes, RBF network, and J48 Decision Tree 
techniques on WBCD dataset. For their purpose of research, 
they used the Waikato Environment for Knowledge Analysis 
(WEKA) version 3.6.9 as a tool of analysis. For Naive Bayes, 
they obtained 97.36% accuracy which is greater than 96.77% 
and 93.41% accuracy values resulted from the RBF network 
and J48 Decision Tree, respectively.

Azar et al. [20] introduced a method for the prediction of 
breast cancer using the variants of decision tree. The modali-
ties used in this technique are the single decision tree (SDT), 
boosted decision tree (BDT), and decision tree forest (DTF). 
The decision is taken by training the data set and after that 
testing. The outcomes presented that the accuracy obtained 
by SDT and BDT is 97.07% and 98.83%, respectively, in 
the training phase which clarifies that BDT performed bet-
ter than SDT. Decision tree forest obtained an accuracy 
of 97.51% whereas SDT 95.75% in the testing phase. The 
dataset was trained by a ten-fold cross-validation fashion. 
In [21], the authors demonstrated a procedure for the detec-
tion of breast cancer. The experiments that have been done 
for detecting the disease are discussed here using local lin-
ear wavelet neural network (LLWNN), and recursive least 
square (RLS) to enhance the performance of the system. The 
LLWNN-RLS is providing the maximum values of average 
Correct Classification Rate (CCR) 0.897 and 0.972 for 2 
and 3 predictors, respectively, with a few calculation times. 
It also provides the lowest value of minimum description 

length (MDL) and average squared classification error 
(ASCE) with much lesser time.

Senapati et al. [22] proposed a hybrid system for the detec-
tion of breast cancer using KPSO and RLS for RBFNN. The 
centers, as well as variances of RBFNN, are adjusted using 
K-particle swarm optimization and adjusted using back-prop-
agation. The classification accuracy achieved by RBFNN-
KPSO and RBFNN-extended Kalman filter is 97.85% and 
96.4235%, respectively, whereas the coverage time is 8.38 s 
and 4.27 s, respectively. Hasan et al. [23] developed a mathe-
matical model for the prediction of breast cancer based on the 
symbolic regression of Multigene Genetic Programming. The 
ten-fold technique is used to avoid overfitting here. A com-
parative study is also illustrated. The stopping criteria for the 
model were generated but the generation level did not reach 
zero. The highest accuracy obtained by the model is 99.28% 
with 99.26% precision. A variant of SVM [24] is introduced 
for the diagnosis of breast cancer. Here six kinds of SVM are 
explained and used for performance evaluation. The stand-
ard SVM results are compared with other types of SVM. 
Four-fold cross-validation is used for training and testing. 
The highest accuracy, specificity, and sensitivity achieved by 
St-SVM are 97.71%, 98.9%, and 97.08%, respectively, in the 
training phase. The highest accuracy, sensitivity, and speci-
ficity obtained by NSVM, LPSVM, SSVM, and LPSVM are 
96.5517% 98.2456%, 96.5517%, and 97.1429% individually 
in the testing phase.

The authors in [25] presented an efficient method for the 
detection of breast cancer by categorizing the features of breast 
cancer data utilizing the inductive logic programming tech-
nique. A comparison study with a propositional classifier is 
also drawn. Kappa statistics, F-measure, area under the ROC 
curve, true-positive rate, etc. are calculated as a performance 
measure. The system simulated in two platforms named Aleph 
and WEKA. Jhajharia et al. [26] appraised variants of deci-
sion tree algorithms for the diagnosis of breast cancer. The 
system used the most common decision tree algorithms named 
CART and C4.5 which are simulated in the WEKA platform 
using Matlab and Python. The CART implemented in Python 
achieved the highest accuracy 97.4% and the highest sensi-
tivity 98.9% is obtained in the CART which is implemented 
in Matlab, and 95.3% specificity is acquired by CART and 
C4.5, respectively, which are simulated in WEKA. Some of 
the smart healthcare systems [27, 28] are developed in the IoT 
environment for the initial treatment of such types of diseases.

Methods and Materials

Data Set Description

The breast cancer dataset was  retrieved  from  the UCI 
machine learning repository [29]. There are 699 instances in 
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this dataset, where the cases are either benign or malignant. 
For such cases, 458 (65.50%) are benign, and 241 (34.50%) 
are malignant. The class in the dataset is partitioned into 2 
or 4, wherever 2 corresponds to the benign case, and 4 cor-
responds to the malignant case. The attributes consist in the 
dataset which is in Table 1 excluding sample code number 
and class level.

The benign cases are identified as a positive class, 
and the malignant cases are identified as a negative class 
in our research. Linear correlation refers to straight-line 

relationships between two variables which can range 
between − 1 and + 1, where − 1 refers to the perfect nega-
tive relationship and + 1 refers to the perfect positive rela-
tionship. The relationship among nine attributes of benign 
and malignant classes is determined that depicts the Pearson 
correlation amongst positive and negative classes which are 
shown in Figs. 1 and 2. Figure 1 shows that (x1, x9) and (x5, 
x9) and (x7, x9) are negatively correlated.

Data Preprocessing

Data preprocessing is used to complement missing values, 
identify or remove outliers, and solve self-contradiction. The 
sample code number is reduced from the dataset as it has no 
impact on diseases. There are 16 absent values of traits in 
the dataset. The mean replaces the absent traits for that class. 
Additionally, the dataset is employed random selection to 
confirm the proper circulation of the data.

Training and Testing Phase

The training phase extracts the features from the dataset and 
the testing phase is used to determine how the appropriate 
model behaves for prediction. The dataset is divided into 

Table 1   Attributes of the dataset

Attributes Domain Symbol

Clump thickness 1–10 x1

Uniformity of cell size 1–10 x2

Uniformity of cell shape 1–10 x3

Marginal adhesion 1–10 x4

Single epithelial cell size 1–10 x5

Bare nuclei 1–10 x6

Bland chromatin 1–10 x7

Normal nuclei 1–10 x8

Mitoses 1–10 x9

Fig. 1   Pearson correlation for benign class



SN Computer Science           (2020) 1:290 	 Page 5 of 14    290 

SN Computer Science

two sections. These are the training and testing phase. K 
fold cross-validation depicts that a single fold is utilized for 
testing and k − 1 folds are being used training circularly. 
Cross-validation is used for the avoidance of overfitting. In 
our study, a ten-fold cross-validation technique is used to 
partition data in which nine-fold are used for training and the 
remaining one-fold for testing in each iteration.

Theoretical Considerations

In the machine learning strategies, the learning procedure 
can be parted into two principal classifications such as super-
vised and unsupervised learning. In supervised learning, an 
arrangement of information cases is utilized to prepare the 
machine and is marked to give the right outcome. But in case 
of unsupervised learning, there are no pre-decided infor-
mational indexes, no idea of the usual result, which implies 
that the objective is harder to accomplish. Regression and 
classification are the most common methods that go under 
supervised learning. In case of regression, the target variable 
is continuous, and for classification, the target variable that 
is used for prediction is discrete.

Support Vector Machine

Support vector machine [30] is a speculation of a natural 
classifier called maximal edge classifier. Maximal edge 
classifier accompanies the meaning of hyperplane which 
expresses in an n-dimensional space. The hyperplane is of 
(n − 1) dimensions with level subspace that need not go 
through the root. It is difficult to draw a hyperplane in a 
higher dimension, so (n − 1) dimensional level subspace 
is still used. An SVM classifier can be constructed easily if 
there exists a separating hyperplane. The dataset categories 
cannot be divided using hyperplane, so feature space has to 
be enlarged using Gaussian radial basis function (RBF) or 
sigmoid function, cubic, quadratic or even higher order poly-
nomial function. The hyperplane that is used in p-dimen-
sions is as follows:

where X1, X2,…, and Xp are the data points in the sample 
space of p-dimension and β0, β1, β2,…, and βp are the hypo-
thetical values.

(1)�0 + �1X1 + �2X2 +⋯ + �pXp = 0

Fig. 2   Pearson correlation for malignant class
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K‑Nearest Neighbors

K-nearest neighbor algorithm is utilized for grouping and used 
in pattern recognition. It is widely used in predictive analy-
sis. On the arrival of new data, the K-NN algorithm identifies 
existing data points that are nearest to it. Any attributes that 
can differ on a large scale may have sufficient influence on the 
interval between data points [30]. The feature vectors, as well 
as class labels, are stored in the training phase. K-NNs assume 
that the data samples are represented in a metric space. In 
the classification phase, first, the quantity is characterized by 
neighbors of K that is the most regular among the K training 
sample. At that point, the calculation will discover K adjacent 
neighbors of the new data sample. As all the data points are 
in metric space, a significant concern is how the distance will 
be calculated.

If the number of neighbors is denoted by N in K-NNs, then 
N samples are considered using the following distance metric 
value:

where if p = 1, then it is Manhattan distance, if p = 2, then 
it is Euclidean distance, and if p = ∞, then it is Chebyshev 
distance.

Among many choices, Euclidean distance is globally used. 
Among these K neighbors, the calculation will then check the 
quantity of information that focuses on every class, and after-
ward, it will relegate the new information point to the clas-
sification which frames the more significant part.

Random Forests

Random forest classifier is a powerful supervised classification 
tool. The RF classification is an ensemble method that can be 
studied as a form of the nearest neighbor predictor. Ensemble 
learning is the method by which statistical methods like clas-
sifiers or experts are strategically developed and incorporated 
to solve a specific problem of computational intelligence. RF 
generates a forest of classification trees from a given data-
set, rather than a single classification tree. Each of these trees 
produces a classification for a given set of attributes [30, 31].

The workflow of random forest is given below.

	 (i)	 From the training set, picked K data points randomly.
	 (ii)	 From these K data points, generate the decision trees.
	 (iii)	 From generated trees, choose the number of N-tree 

and repeat steps (i) and (ii).
	 (iv)	 Form the N-tree that predicts the category to which 

the data points relate for a new data point, and 
assign the new data point via the category with the 
highest probability.

(2)Minkowski Distance: Dist(x, y) =

(
n∑

i=1

||xi − yi
||
p

) 1

p

Artificial Neural Networks

Artificial neural network algorithm is slightly inspired by 
biological neuron and work by following the workflow of 
biological neurons dendrite, soma, and axon. The internal 
structure of every ANN is an artificial neuron and a simple 
mathematical function [32, 33]. The basic architecture of an 
artificial neural network is a set of interconnected neurons 
located in three different layers named input, hidden, and 
output layers. This type of network generally learns to per-
form tasks by considering a sufficient number of examples. 
The neural network can be applied both for classification and 
regression problems. There exist two types of ANNs which 
are perceptron, the simplest form of ANNs used for binary 
classification, and multilayer ANNs, a more sophisticated 
form of perceptron used to solve complex classification and 
regression problems.

Following is the representation for forward propagation 
and prediction of a single neuron:

where wij weight from input to output layer, bi bias value, 
and xi input value.

An activation function is applied to the output value after 
the calculation of it. Common activation functions used in 
artificial neural network are as follows:

We have applied a feed-forward network (known as mul-
tilayer perceptron) for classification for this study. In the 
architecture of the ANN, the number of neurons in the input 
layer is equal to the number of the attribute in the dataset. 
Another part of the network is the hidden layer where the 
number of hidden layers is regarded as one layer.

After forward propagation, the loss value is calculated 
from predicted value and actual value by following:

(3)Output = bi +

nx∑

j=1

wijxi

(4)Sigmoid: Activation(x) =
1

1 + e−x

(5)Tanh: Activation(x) =
ex − e−x

ex + e−x

(6)Rectified Linear Unit: Activation(x) =

{
0, for x ≤ 0

x, for x > 0

(7)

Leaky Rectified Linear Unit: Activation(x) =

{
0.01x, for x < 0

x, for x ≥ 0

(8)

Softmax: Activation(x) =
exi

∑J

j=1
exj

, where i = 1, 2,… , j
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The calculation of loss is followed by a weight update 
in the back-propagation step. The representation for weight 
update is the following:

where � learning rate.

(9)

Cross Entropy: Loss (Output, True Value)

= − (Tlog(O) + (1 − T)log(1 − O))

(10)Residual Error: Loss (Output, True Value) = O − T

(11)
Squared Error: Loss (Output, True Value) = (O − T)2

(12)Δwi = �(T − O)xi

(13)wi = wi + Δwi

During our work, the input layer consists of 9 neurons 
which connect to 13 other neurons of the first hidden layer. 
Then there exist 13–9 mapped connections between first hid-
den layers to the second hidden layer. As the problem was a 
binary classification problem, there exists only one neuron 
in the output layer. The model was tuned for seventy epochs 
with a batch size of five. The system architecture of artificial 
neural networks algorithm is illustrated in Fig. 3.

Logistic Regression

Logistic Regression is an analytical modeling technique 
where the likelihood of a level is associated with a set of 
explicative variables. It is used for analyzing a dataset in 
which there are one or more independent variables that 
decide a result. The result is measured with a binary variable 
(in which there are only two possible results). It is applied to 

Fig. 3   The system architecture 
of artificial neural networks



	 SN Computer Science           (2020) 1:290   290   Page 8 of 14

SN Computer Science

predict a binary result (True/False, 1/0, Yes/No) given a set 
of independent variables. The following equations are the 
representation of the LR model:

where x is a quantity of the participation of the illustrative 
variables xi (i = 1,…,n), ci is the regression coefficient that 
is achieved by the highest probability in association with 
its usual errors. ∆ci and P(x) are the certain acknowledg-
ments of variables that describe the likelihood of an excite-
ment. In this investigation, the threshold was considered to 
be equal to or greater than 0.5, i.e., P(x) ≥ 0.5,which results 
in a record being classified as an excitement [34]. In LR, 
likelihood P of a certain event can be calculated from the 
Bernoulli test and can be correlated with the sampling event 
[35–38].

Performance Measure Parameters

The performance of machine learning techniques is meas-
ured with respect to a few performance measure parameters. 
A confusion matrix including TP, FP, TN, and FN for actual 
data and predict data is formed to evaluate the parameters. 
The implication of the terms is given below: 

TP = True Positive
TN = True Negative
FP = False Positive
FN = False Negative

In our study, the following parameters are used exten-
sively to evaluate some terms by their corresponding for-
mula to measure the performance of our study. There are a 
lot of parameters like these which describe some relation-
ships that can help to measure the performance of a system. 
The comparative study’s performance is evaluated by the 
following formulas:

Accuracy (Acc) The ratio of correctly classified samples 
to total samples:

Sensitivity (Sen) Sensitivity is also regarded as recall. The 
rate of the perceived positive case with the total positive 
cases:

(14)x = co +

n∑

i=1

cixi

(15)P(x) =
ex

1 + ex

(16)Accuracy (Acc) =
(TP + TN)

(TP + TN + FP + FN)

Specificity (Spec) Specificity means the relationship of 
observed negative examples with all negative examples, says 
the rate of predicted presence including entire examples by 
the presence of breast cancer:

Precision (Prec) Precision is named the division of the 
examples which are actually positive among all the examples 
that we predicted positive:

Negative predictive value (NPV) NPV is the proportion 
of negatively classified cases that remained truly negative:

False-positive rate (FPR) False-positive rate is measured 
as the quantity of false-positive predictions partitioned by 
the total amount of negatives. The valid false-positive rate is 
0.0 through the most exceedingly highest is 1.0:

False-negative rate (FNR) The rate of the event of nega-
tive test brings about the individuals who have the quality 
or sickness for which they are examined:

F1 score F1 score is defined as the harmonic mean 
between precision and sensitivity:

Matthews correlation coefficient (MCC) For binary clas-
sification, MCC is used. Here the range is + 1 to − 1. When 
the value is + 1, the best performance is shown and when 
the value is – 1, the worst performance is shown. It is rep-
resented as:

(17)Sensitivity (Sen) =
TP

(TP + FN)

(18)Specificity (Spec) =
TN

(TN + FP)

(19)Precision =
TP

(TP + FP)

(20)Negative predictive value (NPV) =
TN

(TN + FN)

(21)False - positive rate (FPR) =
FP

(FP + TN)

(22)False - negative rate (FNR) =
FN

(FN + TP)

(23)F1 score =
2TP

(2TP + FP + FN)

(24)MCC =
(TP × TN) − (FP × FN)

√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
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Implementation and Result Analysis

Experimental Setup

To predict whether a cell is benign or malignant, we have 
used five machine learning techniques such as SVM, K-NNs, 
RFs, ANNs, and LR individually. We used an Intel Core 
i7 powered computer with 32 GB RAM for processing 
purposes. Scikit-learn, an open-source machine learning 
library in Python programming language is used. Jupyter 
Notebook is an open-source web application that permits to 
develop and share reports that include live code, visualiza-
tions, equations, and narrated text which is utilized to fulfill 
our goal.

Results and Discussion

We have applied a ten-fold cross-validation strategy, i.e., the 
data set was part of ten portions. The ten-fold cross-valida-
tion technique is used to endorse the deliberate model. In 
this technique, nine-fold is used for training and the remain-
ing one for testing. The confusion matrix is calculated for 
each technique. From the dataset of 699 instances, we used 
629 instances which are 90% of the total data to train for all 
five techniques. We used 70 instances to test both our trained 
models. The confusion matrix of used machine learning 
strategies is illustrated in Tables 2, 3, 4, 5, and 6 which pro-
vides the prediction outcome of SVM, K-NNs, RFs, ANNs, 
and LR, respectively.    

The combined confusion matrix is illustrated in Fig. 4 
which depicts that the K-NNs, ANNs, and LR model 

predicts the largest number of the true positives (45 out of 70 
test samples) among the five techniques. In addition, SVM 
and ANN models predict the largest number of true nega-
tives and the lowest number of false negatives (24 among 70 
test samples) and (0 among 70 test samples), respectively. 
The lowest number of false positive (1 out of 70 samples) is 
achieved by K-NNs, RFs, ANNs, and LR respectively.

The calculated performance measures are illustrated in 
Fig. 5 and Table 7. Figure 5 depicts that ANNs outperformed 
all other machine learning techniques so far we have stud-
ied with the highest accuracy of 98.57% whereas K-NNs 
and SVM achieved the second highest accuracy of 97.1%. 
Additionally, the highest specificity of 96% is obtained by 
the ANNs, and the lowest specificity of 92.3% is obtained 
by the SVM. ANNs, KNNs, and LR are outperformed by a 
precision of 97.8%. The lowest false-positive rate and false-
negative rate are achieved by ANNs. SVM and ANNs have 
negative predictive values of 1 whereas the second next 
value is 0.958, which depicts that these methods are sensi-
tive in the verification of positive tested samples. All the 
techniques have an F1 score of nearly 97%, which is com-
paratively better. 

Table 2   SVM-confusion matrix for ten-fold cross-validation

Benign Malignant

Benign TP = 44 (62.86%) FP = 1 (1.43%)
Malignant FN = 0 (0.00%) TN = 23 (32.85%)

Table 3   KNN-confusion matrix for ten-fold cross-validation

Benign Malignant

Benign TP = 5 (64.29%) TP = 45 (64.29%)
Malignant FN = 1 (1.43%) TN = 23 (32.85%)

Table 4   RF-confusion matrix for ten-fold cross-validation

Benign Malignant

Benign TP = 4 (62.86%) TP = 44 (62.86%)
Malignant FN = 2 (2.86) TN = 23 (32.85%)

Table 5   ANN-confusion matrix for ten-fold cross-validation

Benign Malignant

Benign TP = 45 (64.29%) TP = 45 (64.29%)
Malignant FN = 0 (0.00%) TN = 24 (34.28%)

Table 6   LR-confusion matrix for ten-fold cross-validation

Benign Malignant

Benign TP = 45 (64.29%) TP = 45 (64.29%)
Malignant FN = 2 (2.86%) TN = 22 (31.42%)

Fig. 4   Confusion matrix for the prediction of breast cancer using five 
machine learning techniques
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ROC and PR‑AUC​

The ROC curve is a key appliance for analytic test estima-
tion. In a ROC curve, the true-positive rate (sensitivity) is 
plotted against the false-positive rate (1 − specificity) at 
various threshold settings. ROC curve expresses a relation 
between true-positive rate vs. false-positive rate. The ROC 

curve for the breast cancer prediction using five machine 
learning techniques is illustrated in Fig. 6.

The precision–recall (PR) curve denotes a relation 
between precision vs. recall. Precision is a measure of how 
many of the individuals are predicted by the classifier as 
positive in case of total positive. The recall is a measure of 
the likelihood that estimates 1 given all the examples whose 
correct class label is 1. The PR-AUC for the breast cancer 
prediction using five machine learning techniques is illus-
trated in Fig. 7.

Comparative Study

A comparison study is illustrated in Table 8 for breast can-
cer prediction. The accuracy achieved by the Kernel-based 
orthogonal transform [39] is 98.53%. The authors in [20] 
measured the performance of SDT, BDT, and DTF for the 
prediction of breast cancer. The accuracy obtained by the 
techniques is 95.75%, 97.07%, and 97.51% in SDT, BDT, 
and DTF, respectively. Local linear wavelet neural network 
(LLWNN) [21] obtained an accuracy of 97.2%. The clas-
sification accuracy achieved by RBFNN-KPSO is 97.85%, 

Fig. 5   Performance measurement parameters for the prediction of breast cancer using five machine learning techniques

Table 7   Performances of breast cancer prediction system

SVM K-NN RF ANN LR

Accuracy (%) 97.14 97.14 95.71 98.57 95.71
Sensitivity (%) 100 97.82 95.65 100 95.74
Specificity (%) 92.3 95.83 95.83 96 95.65
Precision (%) 95.65 0.9782 0.9777 0.9782 0.9782
NPV (%) 100 95.83 92 100 91.66
FPR (%) 7.69 4.16 4.16 4 4.34
FNR (%) 0 2.17 4.34 0 4.25
F1 score 0.9777 0.9782 0.967 0.989 0.9677
MCC 0.9396 0.9365 0.9062 0.969 0.9043
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Fig. 6   ROC curve for the 
prediction of breast cancer 
using five machine learning 
techniques

Fig. 7   PR-AUC for the predic-
tion of breast cancer for five 
machine learning techniques
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and the RBFNN-extended Kalman filter is 96.4235% in [22]. 
The accuracy obtained by LPSVM, LSVM, SSVM, PSVM, 
NSVM, St-SVM are 97.1429%, 95.4286%, 96.5714%, 96%, 
96.5714% and 94.86%, respectively, in [24].

A weighted-particle swarm optimization (WPSO) with a 
smooth support vector machine (SSVM) for prediction accu-
racy achieved 98.42% [40]. The proposed system in [41] 
combined SVM, Naive Bayes, and J48 using the voting clas-
sifier method to achieve accuracy of 97.13% which is better 
than each of individual classifiers. The system developed in 
[15] acquired 70%, 76.3%, and 66.3% accuracy for NB, Rep-
Tree, and K-NNs, respectively. With PSO implemented, they 
have found four features which are best for this classification 
task. For NB, RepTree, and K-NNs with PSO, they obtained 
81.3%, 80%, and 75% accuracy value, respectively. Accord-
ing to the findings in [18] with the help of gradient boosting, 
91.7%, 91.7%, and 94.11% accuracy have been achieved for 
BBN, BAN, and TAN, respectively. The obtained results in 
[19] illustrated that the Naive Bayes algorithm performed 
great with the accuracy of 97.36%, RBF network with the 

accuracy of 96.77%, and the J48 came out to be the third 
with an accuracy of 93.41%. In the overall comparison, 
ANN model performs comparatively better than the other 
techniques in our study.

Conclusion

This paper presented a comparative study of five machine 
learning techniques for the prediction of breast cancer, 
namely support vector machine, K-nearest neighbors, 
random forests, artificial neural networks, and logistic 
regression. The basic features and working principle of 
each of the five machine learning techniques were illus-
trated. The highest accuracy obtained by ANNs is 98.57% 
whereas the lowest accuracy derived from the RFs and 
LR is 95.7%. The diagnosis procedure in the medical field 
is very expensive as well as time-consuming. The sys-
tem proposed that machine learning technique can be acted 
as a clinical assistant for the diagnosis of breast cancer 

Table 8   The comparison of our 
study with the state of the art

Authors Year Method Accuracy

Xu et al. [39] 2012 Kernel-based orthogonal transform 98.53
Azar et al. [20] 2013 SDT 95.75
Azar et al. [20] 2013 BDT 97.07
Azar et al. [20] 2013 DTF 95.51
Senapati et al. [21] 2013 LLWNN 97.20
Senapati et al. [22] 2014 RBFNN-KPSO 97.85
Senapati et al. [22] 2014 RBFNN extended 96.42
Azar et al. [24] 2014 LPSVM 97.14
Azar et al. [24] 2014 LSVM 95.42
Azar et al. [24] 2014 SSVM 96.57
Azar et al. [24] 2014 PSVM 96
Azar et al. [24] 2014 NSVM 96.57
Azar et al. [24] 2014 St-SVM 94.86
Latchoumi and Parthiban [40] 2017 WPSO-SSVM 98.42
Kumar et al. [41] 2017 SVM-Naive Bayes-J48 97.13
Sakri et al. [15] 2018 Naive Bayes 81.3
Sakri et al. [15] 2018 RepTree 80
Sakri et al. [15] 2018 k-NNs 75
Banu and Subramanian [18] 2018 Bayes belief network 91.7
Banu and Subramanian [18] 2018 Boosted augmented Naive Bayes 91.7
Banu and Subramanian [18] 2018 Tree augmented Naive Bayes 94.11
Chaurasia et al. [19] 2018 Naive Bayes 97.36
Chaurasia et al. [19] 2018 RBF network 96.77
Chaurasia et al. [19] 2018 J48 93.41
Our study – RF 95.71

LR 95.71
SVM 97.14
K-NN 97.14
ANN 98.57
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and will be very helpful for new doctors or physicians in 
case of misdiagnosis. The developed model by ANNs is 
more consistent than any other technique stated, and it 
may be able to bring changes in the field of prediction 
of breast cancer. From the study, we can conclude that 
machine learning techniques are able to detect the disease 
automatically with high accuracy.
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